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Extending Multiresolution Time-Domain (MRTD)
Technique to the Simulation of
High-Frequency Active Devices

Yasser A. Hussein and Samir M. El-Ghazaly, Fellow, IEEE

Abstract—We present a new time-domain simulation approach
for large-signal physical modeling of high-frequency semicon-
ductor devices using wavelets. The proposed approach solves the
complete hydrodynamic model, which describes the transport
physics, on nonuniform self-adaptive grids. The nonuniform
grids are obtained by applying wavelet transforms followed by
hard thresholding. This allows forming fine and coarse grids in
locations where variable solutions change rapidly and slowly,
respectively. A general criterion is mathematically defined for
grid updating within the simulation. In addition, an efficient
thresholding formula is proposed and verified. The developed
technique is validated by simulating a submicrometer FET.
Different numerical examplesare presented along with illustrative
comparison graphs, showing over 75% reduction in CPU time,
while maintaining the same degree of accuracy achieved using a
uniform grid case. Tradeoffs between threshold values, CPU time,
and accuracy are discussed. To our knowledge, this is the first
time in the literature to implement and report a wavelet-based
hydrodynamic model simulator. This study also represents a fun-
damental step towar d applying waveletsto M axwell’ sequationsin
conjunction with the hydrodynamic model for accurate modeling
of high-frequency active devices aiming to reduce the simulation
time, while maintaining the same degree of accuracy.

Index Terms—Adaptive grids, biorthogonal wavelets, full
hydrodynamic model, global modeling, multiresolution time
domain (MRTD), semiconductor simulation.

I. INTRODUCTION

ODERN high-performance electronics are based on

technologies such as monolithic microwave integrated
circuits (MMICs), with a large number of closely packed
passive and active structures, and several levels of transmission
lines and discontinuities. These devices operate at high speeds,
frequencies, and often over very broad bandwidths. It is thus
perceptible that the design of MMICs should be based on
robust design tools that would simulate all circuit elements
simultaneously. The possibility of achieving this type of
modeling is addressed by global circuit modeling that has been
demonstrated in [1]{6].
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Global modeling isatremendous task that involves advanced
numerical techniques and different algorithms. As a result, it
is computationally expensive [6]. Therefore, there is an urgent
need to present a new approach to reduce the simulation time,
while maintaining the same degree of accuracy presented by
global modeling techniques. One approach is to adaptively
refine grids in locations where the unknown variables vary
rapidly. Such atechniqueis called multiresolution time domain
(MRTD), and a very attractive way to implement it is to use
wavelets [7], [8].

The MRTD approach has been successfully applied to
finite-difference time-domain (FDTD) simulations of passive
structures [9]- 20]. However, for the active devices, which are
characterized by a set of coupled and highly nonlinear partial
differential equations (PDES), applying the same approach
would become quite time consuming [21]. Several different
approaches for solving PDES using wavelets have been con-
sidered. It has been observed by several authors that nonlinear
operators such as multiplication are too computationaly
expensive when conducted directly on a wavelet basis. One of
the approaches for solving PDEs is the interpolating wavel ets
technique presented in [22], in which the nonlinearities are
dealt with using the so-called sparse point representation
(SPR). Interpolating wavelets have been successfully applied
to the simple drift-diffusion active device model [23]-{25].
Being primarily developed for long-gate devices, the drift-dif-
fusion model leads to inaccurate estimations of device internal
distributions and microwave characteristics for submicrometer
devices [26]. It is worth mentioning that, in [22], the author
proposed a new technique to solve simple forms of hyperbolic
PDESs using an interpolating wavelet scheme. These PDESs can
represent Maxwell’s equations or the simple drift-diffusion
model, but not the complete hydrodynamic model. Thus, a new
approach to apply wavelets to the hydrodynamic model PDEs
is needed for accurate modeling of submicrometer devices,
while achieving a CPU time reduction.

In this paper, anew approach to apply wavel etsto the full hy-
drodynamic model is devel oped and employed in atwo-dimen-
sional (2-D) large-signal simulator. Themainideaisto take snap
shots of the solution during the simulation and apply biorthog-
ona wavelet transform to the current solution to obtain the co-
efficients of the details. The coefficients of the details are then
normalized, and a threshold is applied to obtain a nonuniform
grid. A general grid-updating criterion, as well as a threshold
formula, have been developed and verified. In addition, prob-
lems that are related to boundary conditions and discritization
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are carefully addressed and solved. The compl ete description of
the proposed approach is provided. Furthermore, a comprehen-
sive set of resultsisincluded along with illustrative comparison
graphs.

This paper is organized as follows. Section |1 reviews briefly
the theory of the MRTD. Problem description is given in Sec-
tion I11. Full descriptions of the proposed algorithm along with
illustrative graphs are provided in Section 1V. Results and dis-
cussions are presented in Section V. Error and stability analysis
are discussed in Section V1. Finally, conclusions are provided
in Section VII.

Il. FUNDAMENTALS OF THE MRTD

The construction of biorthogonal wavel et bases relies on the
notation of multiresolution analysis [27]. This notation gives a
formal description of the intuitive idea that every signal can be
constructed by asuccessive refinement by iteratively adding de-
tails to an approximation. The coefficients of the approxima-
tions are given by

+oo
az[n,m] = /x(t)<pnm(t)dt D

—o

where ¢,,.,,(¢) is the family of dilates and trandlates of the
scaling function formed as

() = 207D (2™t — ). @
On the other hand, (3) gives the coefficients of the details as
follows:
+oo
de[n,m] = / ()t (t)dt ©)

where ,,,,,(¢) is the family of dilates and translates of the
wavelet function defined as

{tnm(®) = 2/ Dp(27t ),

While some wavelets such as Daubechies are asymmetrical
[27], it is possible to create symmetric wavelets with compact
support by using two sets of wavelets. oneto composethesignal
and the other to construct it. Such wavelets are called biorthog-
onal [28].

n,meZ}. 4

IIl. PROBLEM DESCRIPTION

The transistor model used in this study is a 2-D full-hydro-
dynamic large-signal physical model. The active device model
isbased on the moments of Boltzmann’ stransport equation, ob-
tained by integrating over the momentum space. Theintegration
resultsinastrongly coupled highly nonlinear set of PDEsS, called
the conservation equations. These equations provide atime-de-
pendent self-consistent solution for carrier density, carrier en-
ergy, and carrier momentum, which are given as follows.

 Current continuity

an
a—i—V-(nv):O. (5)
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Fig. 1. Cross section of the simulated transistor.
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¢ X-momentum conservation
A(nps) a n(ps — po)
= E.+ —(npsvs KgT)=——= .
5 T anEx+ agc(np.,v. +nKgT) P
)

In the above equations, » is the electron concentration, v is
the electron velocity, E is the electric field, = is the electron
energy, ¢ is the equilibrium thermal energy, and p is the elec-
tron momentum. The energy and momentum relaxation times
are given by 7. and 7,,,, respectively. Similar expression can be
obtained for the y-direction momentum. The three conservation
equations are solved in conjunction with Poisson’s equation

Vi = g(Nd —n) 8

where ¢ isthe electrostatic potential, ¢ isthe electron charge, €
isthe dielectric constant, IV, isthe doping concentration, and n
isthe carrier concentration at any given time. The total current
density distribution J inside the active device at any time ¢ is
given as

J(t) = —qno(t). ©)
Thelow field mobility is given by the empirical relation [29]

B 8000 cm?
14+ (Ng-10717)05V - s,

Ho (20)

The above model accurately describes all the nonstationary
transport effects by incorporating energy dependence into all
the transport parameters such as effective mass and relaxation
times. Fig. 1 shows the cross section of the simulated structure
with parameters summarized in Table .

Next, we will demonstrate that wavelets can be applied to
the full hydrodynamic simulator to accurately model submi-
crometer gate devices with significantly less CPU time. Ulti-
mately, afull hydrodynamic model should beimplemented with
Maxwell’ s equations rather than Poisson’ s equation to obtain a
self-consistent simulation of electromagneti c-wave propagation
effects.
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TABLE |
TRANSISTOR PARAMETERS USED IN THE SIMULATION

Drain and source contacts 0.5 pm
Gate-source separation 0.5 pm
Gate-drain separation 1.0 pm
Device thickness 0.8 pm
Device length 2.8 um
Gate length 0.3 um
Device Width 200 pm
Active layer thickness 0.2 pm
Active layer doping 2x10" em?
Schottky barrier height 0.8V
DC gate-source voltage 05V
DC drain-source voltage 30V
[ Initislization ]
*
I Define & Uniform Grid (N, by N,) |
+
Evaluate Fields
Solve Momentum Eg.
™ Solve Energy Eq.
Update Transport Parameters
Solve Continuity Eqg.
No

Perform Wavelet Transform (BIO.3.1) an
the Curent Solution of the Varable » and
Obtain the Coefficients of the Details.

|

Nomnalize the Coefficients of the Details.
Calculate the Threshold Value,

Remove Grid Points of V alues Less Than
the Threshold.

il

Combine Varable Grids into One Nonuriform Grd

Stopping
Criterion
Satisfied ?

Fig. 2. Generic flowchart of the proposed algorithm.

IV. PROPOSED ALGORITHM

Fig. 2 showsthe flowchart of the proposed algorithm. A uni-
form grid is defined at the beginning of the simulation. Equa-
tions (5)—9) are then solved in the sequence shown in the flow-
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chart to update the grid of the different variables at the new it-
eration with the following criterion:
4 - .
max, min max, 11

l

max,min

(11)

o

The updating criterion checksif the solution of the variable
has changed by ~ since the last iteration using a wavelet trans-
form. The subscripts ¢ and I designate quantities defined in the
current time and last time where the wavelet transform is per-
formed, respectively. The subscript max, min indicates that the
maximum and minimum of the variable x are checked with (11)
at the sametime. It isworth mentioning here that boundary grid
points are not included for the maximum or minimum checking.
The value of ~ used in the simulation is 0.1. If (11) is satisfied,
awavelet transform is performed on the current variable solu-
tion followed by thresholding to obtain a new nonuniform grid
for the variable . Biorthogonal wavelets are used with nota-
tion BIO3.1 to point out three vanishing momentsfor the mother
wavel et and only one vanishing moment for the scaling function.
The nonuniform grids of the different variables are then com-
bined into only one nonuniform grid for the next iteration. The
above steps are repeated until the stopping criterion is satisfied.

It should be noted that magnitude ranges of the variables used
in the simulations vary dramatically. For instance, carrier den-
sity per cm~2 ison the order of 107, while energy expressedin
electronvolts is on the order of 0.5. Accordingly, the threshold
value should be dependent on the variable solution at any given
iteration. The proposed threshold formula is given by (12) as
follows:

(12)

- 0.5
T =Ton;?! <Z d§> .

i=1

In this equation, Ty istheinitial threshold value, d;’s are the
coefficients of the details, and rn., is the number of grid points
in the z-direction. Hence, the value of the threshold depends
mainly on the variable solution at any given time rather than
being fixed. The values of 7j used in the simulation are 0.001,
0.01, and 0.05, respectively.

In this paper, a new technique to conceive the nonuniform
grids using wavelets has been developed. The main ideais to
apply awavelet transform to the variable solution at any given
time to obtain the coefficients of the details, which are then
normalized to its maximum. Only grid points where the value
of the normalized coefficients of the details larger than the
threshold value given by (12) are included. Figs. 3 and 4 illus-
trate different examples of the technique employed to obtain
the nonuniform grids for the electron energy and z-momentum
solutions at a particular cross section. Fig. 3 exemplifies how
the proposed algorithm obtains the nonuniform grid using
transverse compression only. For instance, Fig. 3(a) shows the
normalized amplitude of the coefficients of the details for the
electron energy, while Fig. 3(b) marksthe grid pointsremaining
after thresholding the normalized coefficients of the details
using (12). It should be observed that the proposed technique
accurately removes grid points in the locations where variable
solutions change very slowly.
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Fig. 3.

(a) Normalized details coefficients for the electron energy at a certain transverse cross section. (b) Grid points marked on the actual curve for the electron

energy at the same transverse cross section. (c) Normalized details coefficients for the  momentum at a certain transverse cross section. (d) Grid points marked

on the actual curve for the z momentum at the same transverse cross section.

Fig. 4 shows the method adopted to obtain the nonuniform
grid using longitudinal compression only. Considering Figs. 3
and 4, one can conclude that the compression in thelongitudinal
cross sectionsis much morethan that in thetransverse cross sec-
tions. Thisisconsistent with thefact that the physical changesin
longitudinal cross sections are much slower compared to those
in transverse cross sections.

Fig. 5 shows the procedure employed to obtain the nonuni-
form grid of the electron energy. The process is achieved by
obtaining two separate grids for the transverse and longitudinal
compressions, respectively. The two grids are then combined
together using logical “AND” to conceive the overall grid for
the electron energy at this given time. The same processis con-
ducted for the other variables including z momentum, y mo-
mentum, carrier density, and potential whenever (11) is satis-
fied. The separate grids of our variables arethen combined using
logical “oOR” to obtain the overall grid for the next iteration.

The overal grid obtained needs further processing in order to
defineafinite-difference (FD) schemeonit. The simplest way to
achievethat isto havethe samenumber of grid pointsfor thepar-
alel cross sections, while the number of grid pointsin the longi-
tudinal cross sections and the transverse cross sections need not
be the same. Considering the overall grid given by Fig. 5(d), the

number of unknowns remaining after adding the necessary grid
pointsisapproximately 35%, which showsthat the proposed ap-
proach has achieved a reduction in the number of unknown de-
spite of the overhead introduced by adding the extragrid points.
Following the above procedure, it was found that boundary con-
ditionsimplementation, including ohmic and Schottky contacts,
does not need special treatment. They can be treated similar to
the standard FD scheme. The only issue the algorithm needs to
keep track of is identifying the new boundaries of the metallic
contacts for each new grid, which is straightforward.

Table Il shows the evolution of the nonuniform grids. It can
be observed that the number of grid points for the overall grid
increases as time advances. The reason is that, at the beginning
of the simulation, the solution is not completely formed yet. As
the time marches, more grid points are needed to incorporate
the changes in the solution. Furthermore, the different variable
grids should not be updated at the same rate. For instance, it is
apparent that the potential grid needs not to be updated at the
same rate as the other variables. Notice that Table Il is used
for illustration purposes to demonstrate the way the different
variable grids change. In the actual simulator, the potential grid
is updated a few times at the beginning of the simulation, and
then it remains unchanged.
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V. RESULTS AND DISCUSSIONS
A. DC Smulation Results

The approach presented in this paper is general and can be
applied to any unipolar transistor. To demonstrate the potential
of this approach, it is applied to an idealized MESFET struc-
ture, which is discretized by a mesh of 64 Az by 64 Ay with
At = 0.001 ps. Forward Euler is adopted as an explicit FD
method. In addition, upwinding is employed to ensure a stable
FD scheme. The space-step sizes are adjusted to satisfy Debye
length, while the time-step value At is chosen to satisfy the
Courant—Friedrichs-Levy (CFL) condition. First, dc simula
tions are performed following the flowchart presented in Fig. 2,
and the current density is calculated using (9). DC excitation is
performed by forcing the potential to be equal to the applied
voltages to the electrodes (i.e., Dirichlet boundary conditions).

Fig. 6 shows the remaining number of unknowns or grid
points versus iteration number for different initial threshold
values. Notice that, as the threshold value increases, the
remaining number of grid points decreases. At the end of
the simulation and for an initial threshold value of 0.1%, the

remaining number of unknowns is ailmost 70%, whereas for
an initial threshold value of 1%, the remaining number of
unknowns is approximately 30%. The remaining number of
unknowns is very sensitive to the initial threshold value in a
way that small changesin 7j resultsin considerable changesin
the remaining number of unknowns.

Furthermore, it is observed that the remaining number of un-
knowns change during the simulation and thisis associated with
the grid adaptability used in the simulation. Inthefollowing sec-
tion, wewill study the effect of theinitial threshold value on the
final result accuracy as well the tradeoff between accuracy and
CPU time.

It is important to note that a suitable approach to investigate
the capabilities of the proposed technique isto compareit to the
uniform-grid algorithm. In this case, the new simulator will be
accurately evaluated since both algorithms, i.e., wavel et-based
and uniform, will run on the same computer. In addition, both
algorithms will have the same discritization schemes and the
exact semiconductor parameters.

Fig. 7 shows the drain—current convergence curves versus
CPU time in seconds for the cases of the uniform grid and



HUSSEIN AND EL-GHAZALY: EXTENDING MRTD TECHNIQUE TO SIMULATION OF HIGH-FREQUENCY ACTIVE DEVICES 1847
x
e 2 s E rasiiw FrhE ARE T T RETY YT T T sEeEew
20 313 3 52 3 5581.843 § w7 32 38833
$35d 22 3 s38%EREeE. . ~ -
s B i i 2 i, yifiigdziag, 3
gt i3t 72 fir.rhi et FE i, §§
PR SN S I e £2 i +3135 $53 3 o ass o rex cerey Ry
= TRe.pLaREt gind fiiin. A2 it i = pRe SIrerr IlppIfiistERaiEocl  CSEIRIIRREIRREINID 8
EH .t Brdrazad e #e f tH SSLAhEbaEae empian it
. =T PO § 3
50 : o i3 . §§ s : -5 PTIC L AR ¢
T iedlipdihiaiis , e Bt i T tneliadibes, sriaiend®
R S i T
s iRy i s SRiptiigiiniet ;
e S i g s
i#
. i
“ tad i ;i ® «
. $ " i
e e :
RO | 3 % it
. PRt I it
iy P * A% 152 2% . H -
sratinln lel «xiii iiie i+ 5
siiznaaasiined st atin M
tes g3 BaEriisaziesss tissny $hie Be.22 SRTERRIAENS  TARGAEREIMANAS EASTRTASLISERSALE B
10 ] E &% e By 3 o Es B 0 a7
(@ (e
ettt ittt AEREIIRRIILELRY LErEEs LET2 e MM S EERT LI e
20 $aasais B 813 323iii: *t
: 3 $32 ferae H
t 1 ::
Siisysazgpeiiil ssrsszeadiint sesrseiiesases sod  BEihiin. impntsinnsiinedintecesiininaheifaliss,
Eas 121 FEREREsEgeiLC $irpesgacisaagd - FRREIIIIALIT BRIRIIErfifiiiiffdi.Cic.liiERfiiissiiisi. @
113 it $IiiEieiiizaaii: $32aceeidi 3 »3 ~z3Riiar ARE.STEREINEAZINIAANZ.cLL-3BRRRRNNfERINEGY g
i3 g22 Faiegs,” A3 Taig 4 waaidid g GEueRe e mslgasuToscgayaed SesiRIziacaii. of
e iy BIRAMIMIBAEIA LS 2R TR . 1w T iiiit Ll
Aeres 2255188 wennan PYiiIititii A - oy 2288 teud saaad2BEELEELS -~
e BEgrEiiisi. s3te3388 waSepazIizacs siisigaaasst”
IRREAEEEEe.,, LotiiERet gz . FE333EE°
*itgtrisdiaiieais’ : $eiizaaa’
555 *I3zzassiince b faisaiss
i3aase &
b Ex
e 8 W
L EAAKESBG A AEESSHI R A KBS R R AR EKSLERANE R C AR SRRSO ¢ MELEDAERRAEE G AR AR B LSS U SR Y KA GRBBAAABRRALRE § &
p i 2 a0 &0 51 0 X ¥ 4 8] 20
1€) 3
Fig.5. (&) Compression for the electron energy at the transverse cross sections. (b) Compression for the electron energy at the longitudinal cross sections. (c) Final

grid for the electron energy. (d) Overal grid.

the proposed wavel et-based adaptive grids with different initial
threshold values 1. Fig. 7 demonstrates that using the proposed
wavel et-based grids approach reduces the CPU time dramati-
caly. For instance, there is a reduction of approximately 75%
in CPU time over the uniform grid case for the initial threshold
value of 1%, while the dc drain current error is within 1%. In
addition, increasing the initial threshold beyond certain value
has a negative effect on the accuracy of the final result. This
is apparent for Ty equal to 5%, where there is no agreement
between the results achieved using the uniform grid case and
the wavelet-based nonuniform grids. The reason is that using
large values of Ty, impliesthat more grid points are removed, in-
cluding important grid points that will have anegative effect on
the final result. On the other hand, using avery small threshold
values implies redundant grid points. In summary, there should
be an optimal value of 7}, such that both CPU time and error are
minimized. In this study, 75 of 1% is suggested to have a con-
siderable reduction in CPU time, while keeping the error within
an acceptable range.

Fig. 8 showsthe potential distribution obtained using the pro-
posed algorithm with 75 equal to 1%. This graph demonstrates
that boundary conditions are satisfied at the electrodes. For in-
stance, the value of potentia at the gate equalsto —1.3V, which
isthe applied dc voltage minus the Schottky barrier height.

The values of the elements of the small-signal equivalent-cir-
cuit model are computed from the variations in voltages, cur-
rents, and charges due to small changes in the dc bias voltages
and/or currents. For instance, the small signal gate-source ca
pacitance and transconductance are computed as

_AQ,
RN (13)
Al
=t 14
Im = AV, (14)

where @, is the charge on the gate electrode and Vg is the
gate—source voltage. The charge @, is calculated using the in-
tegral form of Gauss's law. An important figure-of-merit that
can be evaluated from these parameters is the device unit-gain
cutoff frequency given by (15) as follows:

ft _ 9m

= . 1
27 Cys (15)

The values of Cy and g, are plotted against the applied
gate—source voltage for both the uniform-grid case and pro-
posed algorithm. Fig. 9 shows the comparison, where the good
agreement between the proposed algorithm and uniform-grid
case can be observed. Using the proposed algorithm and for
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TABLE 11
GRID ADAPTABILITY OF THE DIFFERENT VARIABLESFOR T, = 1%

Unknowns Remaining After Unknowns Remaining After Total
Variable Transverse Compression Lougitudinal Compression Unknowns Remaining
(%) %) (%)
Time lteration # 120
Potential 5.69 7.74 0.63
Carrier Density 6.54 14.92 2.64
Energy 39.65 17.63 8.54
X -Momentum 43.39 16.06 9.18
Y -Momentum 16.11 17.53 3.78
All Variables 65.14 22.36 14.43
Time lteration # 250
Potential 5.88 8.59 0.76
Carrier Density 13.69 16.70 5.18
Energy 39.21 23.00 12.26
X -Momentum 43.65 19.09 10.64
Y -Momentum 20.02 19.46 7.95
All Variables 61.94 28.93 20.58
Time Iteration # 480
Potential 6.27 9.23 0.90
Carrier Density 21.51 17.16 7.71
Encrgy 43.99 28.88 15.72
X -Momentum 38.57 23.44 12.72
Y -Momentum 26.20 26.76 13.53
Al] Variables 58.84 36.25 25.05
Time [teration # 590
Potential 6.04 9.64 0.93
Carrier Density 29.88 18.24 10.61
Energy 48.85 31.88 18.43
X -Momentum 41.01 29.08 16.21
Y -Momentum 3291 37.04 20.36
All Variables 62.36 44.73 31.74
Time lteration # 730
Potential 7.01 11.13 1.15
Carrier Density 34.08 16.55 8.42
Energy 39.77 35.64 18.43
Xx -Momentum 4191 27.98 13.32
Y -Momentum 51.46 34.84 25.00
All Variables 62.84 58.96 36.43

Ves = —0.5V, g,,, isfound to be 263 mS/mm, and Cl, isfound
to be 0.47 pF/mm. In this case, the unit-gain cutoff frequency is
calculated using (15) to be 90 GHz.

B. AC Smulation Results
The ac excitation applied to the gate electrode is given as

Vgs(t) = Vgso + Avg, sin(wt) (16)
where V4 is the dc bias applied to the gate electrode, w is the
frequency of the applied signal in radians per second, and Ay,
isthe peak value of theac signal (0.1 V). Thefrequency used in
the simulation is 60 GHz. AC excitation is implemented in the
same manner as in dc excitation. However, values of the gate
potential are obtained at the new time ¢ using (16).

First, the dc solution is obtained by solving Poisson’s equa
tion in conjunction with the three hydrodynamic conservation
equations. A new value of the gate-source voltage is then cal-
culated using (16). This new value is used to update Poisson’s
equation for the new voltage distribution and, consequently, the
new electric field. The electric field is then used to update the
variablesin the conservation equations. This processis repeated
every At following the proposed a gorithm given by Fig. 2 until
t = tmasz- The current density is obtained using (9). The cur-
rent density calculated on the plan located midway between
the drain and gate is integrated to obtain the total current. The
output voltage is estimated by multiplying the total current by
the resistance that defines the dc operating point (@ point) of
the transistor.
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Fig. 10 shows the output voltage obtained using the proposed
algorithm with 7o = 1%. A gain of 11 dB is achieved. More-
over, itisobserved that thereisan output delay of approximately
1 ps that represents the time required for the transistor to re-
spond to the input signal.

Fig. 11 showsthe output voltage for the uniform-grid caseand
the proposed algorithm with different initial threshold valuesTp.
The purpose of thisfigureisto emphasize that an optimal value
of the threshold should be employed to maintain the required
accuracy, while keeping CPU time as minimum as possible. It

is observed that using different values of 1, affectsthe accuracy
of the solution. For instance, using a large value of 7j results
in a completely different solution, and this means the scheme
for this special case isinaccurate. This is apparent for the case
of T, equal to 5% since employing a large value of 7 results
in removing significant grid points, which degrades the final
results. Similar to dc simulations, the existence of an optimal
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valuefor T} issuggested. Furthermore, it is noticed that thereis
no significant difference in terms of accuracy between the two
cases of Ty = 0.1% and T = 1%. The mean relative error
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Fig. 11. AC output voltage for the uniform grid and the proposed
wavelet-based nonuniform grids with different values of the initial threshold.

obtained for the two casesisin the order of 3%—-4%. This sug-
gests that using 7g equal to 1% is the right choice in terms of
both accuracy and CPU time.

V1. SCHEME ERROR AND STABILITY ANALYSIS

It isimportant to mention here that the simulation and phys-
ical times are completely separate entities. The simulation time
required to model a specific physical process should vary de-
pending on the technique implemented in the simulation.

The purpose of this section isto demonstrate that the mecha
nism by which error isintroduced when empl oying the proposed
wavel et-based techniqueis different from the uniform-grid case.
The local truncation error for the uniform grid case is depen-
dent, in general, on the mesh spacing (Ax and Ay) and thetime
step used At. On the other hand, the local truncation error for
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the wavel et-based nonuniform grids approach depends on how
accurately the important grid points are reserved, as well asthe
time step used. This suggests that the local truncation errors,
due to spatial discretization, for the uniform grid case and the
wavel et-based nonuniform grids are different. The local trunca-
tion error accumulatesfrom iteration to iteration. Thetotal trun-
cation or discritization error isthus dependent on the number of
iterations used (space and time iterations combined). Accord-
ingly, one can conclude that the total error introduced by the
wavelet-based technique due to the local discritization errors
accumulating during the simulation may or may not be larger
than that of the uniform grid case, at least for the two cases of
To = 0.1% and Ty = 1%. Thereason isthat the number of itera-
tions required reaching the steady-state solution for the uniform
grid case is much larger than that of the proposed algorithm. In
summary, thetotal error introduced depends on thelocal trunca-
tion error along with the number of iterations required to reach
the final solution. This explainsthe resultsin the paper compar-
ison figures, where it would be difficult to draw a precise con-
clusion of which techniqueis more accurate. Thisisbecause for
each case or curve, the number of iterations required to obtain
the steady-state solution and the local discritization errors are
different. The problem of identifying the most accurate solution
becomes even more difficult since we are dealing with a highly
nonlinear problem.

It is worth mentioning here that the proposed al gorithm does
not have any stability constraints if At is chosen to satisfy the
CFL condition at the beginning of the simulation. The reason
is, as the simulation progresses, the spatial distances employed
become even larger than the ones introduced at the beginning.
Thisrepresents an extra benefit of using the proposed algorithm
in that it does not need any time-step At change while the sim-
ulation isin progress.

VI1l. CONCLUSIONS

A new wavelet approach has been developed and success
fully applied to a2-D full hydrodynamic large-signal simulator.
The proposed algorithm solves the highly nonlinear PDES that
characterize the semiconductor device behavior on nonuniform
self-adaptive grids. The nonuniform grids are conceived by ap-
plying wavelet transforms to the variable solution followed by
thresholding. It is found that each variable has its own grid at
any given time, and the grids of the different variables need not
be updated at the same rate. A reduction of 75% in CPU timeis
achieved compared to a uniform grid case with an error of 2%
on the dc drain current for a1% initial threshold value. Further-
more, the same CPU-time reduction has been achieved for ac
simulations with a mean relative error of order 3%—4%. It has
been observed that tradeoffs exist between the threshold value,
CPU time, and accuracy, suggesting an optimal value for the
threshold. The proposed algorithm efficiently solvesboth dc and
large-signal ac problems.
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